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Abstract

Given an actionα of a monoidT on a ringA by ring endomorphisms, and an Ore subsetS of
T , a general construction of a fractional skew monoid ringSop ∗α A ∗α T is given, extending the
usual constructions of skew group rings and of skew semigroup rings. In caseS is a subsemigroup
of a groupG such thatG = S−1S, we obtain aG-graded ringSop ∗α A ∗α S with the property
that, for eachs ∈ S, the s-component contains a left invertible element and thes−1-component
contains a right invertible element. In the most basic case, whereG = Z and S = T = Z+, the
construction is fully determined by a single ring endomorphismα of A. If α is an isomorphism onto
a proper cornerpAp, we obtain an analogue of the usual skew Laurent polynomial ring, denot
A[t+, t−;α]. Examples of this construction are given, and it is proven that several classes of
algebras, including the Leavitt algebras of type(1, n), can be presented in the formA[t+, t−;α].
Finally, mild and reasonably natural conditions are obtained under whichSop ∗α A ∗α S is a purely
infinite simple ring.
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Introduction

Let α :G → Aut(A), g �→ αg , be an action of a groupG on a unital ring A.
A useful construction attached to these data is theskew group ringA ∗α G, see [15]
and [17]. This is the ring of formal expressions

∑
g∈G agg, whereag ∈ A and almost

all the coefficientsag are 0. Addition is defined componentwise and multiplication is
defined according to the rule(ag)(bh) = (aαg(b))(gh). The skew group ringA ∗α G

can also be defined as the unital ringR such that there are a unital ring homomorphi
φ :A → R and a unital monoid homomorphismi :G → R from G to the multiplicative
structure ofR, universal with respect to the property thati(g)φ(a) = φ(αg(a))i(g) for
all a ∈ A and allg ∈ G. In his pioneering paper [16], Paschke gave a construction
C∗-algebraic crossed productA �α N associated to a not necessarily unitalC∗-algebra
endomorphismα on a C∗-algebraA. Paschke’sC∗-algebraic construction has be
generalized to other semigroups, see [10–12] and [13]. Moreover, Rørdam [19
Paschke’s construction together with the Pimsner-Voiculescu exact sequence ass
to an automorphism [5, Theorem 10.2.1] to realize any pair of countable abelian g
(G0,G1) as (K0(B),K1(B)) for a certain purely infinite, simple, nuclear separa
C∗-algebraB .

In this paper, we develop a systematic purely algebraic theory of fractional skew m
rings with respect to monoid actions on rings by not necessarily unital ring endomorphis
in which an Ore submonoid is inverted. (Recall that a monoid is a semigroup with a neut
element.) More precisely, we assume the following data are given (see 1.1 for the detai
definitions of the properties):

(1) A monoidT acting on a unital ringA by endomorphisms.
(2) A submonoidS of T satisfying the left denominator conditions, and such thatS is left

saturated inT .

Then a fractional skew monoid ringSop ∗α A ∗α T is constructed, with suitable map
from A, Sop andT to Sop ∗α A ∗α T , which satisfy a universal property analogous to
one for the skew group ring described above, see Definition 1.2. It is not difficult to
that such a ring exists by using a construction with generators and relations, but it is
non-obvious to determine the algebraic structure ofSop∗α A ∗α T . The ringSop ∗α A ∗α T

is best understood by means of itsS−1T -graded structure, obtained in Proposition 1
The structure is completely pinned down in 1.12 in the case whereT acts by injective
endomorphisms.

The general construction ofSop∗α A∗α T is given in Section 1. In the other sections,
specialize the construction to the case of a submonoidS of a groupG such thatG = S−1S

(takingT = S), and to an actionα of S on A by corner isomorphisms, meaning thatαs is
an isomorphism fromA onto the corner ringαs(1)Aαs(1) for all s ∈ S. Several example
of interest are considered in Section 2 in the case whereS = T = Z+. In particular, the
Leavitt algebrasV1,n(k) andU1,n(k), already considered by Leavitt, Skornyakov, Co
Bergman and others, are seen here to be particular cases of our construction.
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ForS = T = Z+, the construction is determined by a single corner isomorphismα, and
the elements of the fractional skew monoid ringR = Z+ ∗α A ∗α Z+ can all be written as
‘polynomials’ of the form

r = ant
n+ + · · · + a1t+ + a0 + t−a−1 + · · · + tm−a−m,

with coefficientsai ∈ A. Because of this similarity ofR with a skew-Laurent polynomia
ring, we shall use the notationR = A[t+, t−;α]. Using this construction and the Bas
Heller–Swan–Farrell–Hsiang–Siebenmann Theorem, theK1 group of these algebras
computed in [2].

A general source of interesting examples is provided in Section 3. Namely, assume t
G is a group acting on a ringA by automorphisms, and that there are a submonoidS of
G such thatG = S−1S and a non-trivial idempotente in A such thatαs(e) ∈ eAe for all
s ∈ S. Then the corner ringe(A ∗α G)e of the skew group ringA ∗α G is isomorphic as a
G-graded ring to a fractional skew monoid ringSop∗α′ (eAe)∗α′ S (Proposition 3.3). Unde
the standing assumption thatS acts by corner isomorphisms, we prove that allSop∗α A∗α S

can be exhibited in the forme(A ∗α G)e (Proposition 3.8).
Sections 4 and 5 deal with actions on simple rings. Using a suitable definition of

action of a monoidS on a ringA, we prove in Theorem 4.1 thatSop ∗α A ∗α S is a simple
ring for any outer actionα of S on a simple ringA. This is a generalization of a wel
known sufficient condition for simplicity of skew group rings, see [15, Theorem
Section 5 shows that, under mild conditions onA and on the outer actionα of S onA, the
fractional skew monoid ringSop∗α A∗α S is a purely infinite simple ring (Theorem 5.3).
particular, this holds wheneverA is either a simple ultramatricial algebra over some fi
or a purely infinite simple ring. The class ofpurely infinite simple rings has been recen
studied by the first, third and fourth authors in [3], and constitute an important and
class of relatively well-behaved simple rings. They can be thought of as the nice ri
the wild universe of the directly infinite simple rings; see specially [3, Corollary 2.2
Theorem 2.3] for the good behaviour ofK-theory of purely infinite simple rings. A furthe
nice property of them has been recently established by the first author in [1]: every pure
infinite simple ring satisfies the exchange property.

All rings and modules in this paper will be assumed to be unital unless explicitly note
(The main exception is the ringS−1A constructed in Section 3.) However, many of t
subrings we deal with will have units different from the unit of the larger ring; specific
we will deal with manycornerspAp in a ringA, wherep is an idempotent. Note that an
ring endomorphismε of A, even if not unital when considered as a mapA → A, is unital
when viewed as a ring homomorphismA → ε(1)Aε(1).

We will use the standard order structure on the set of idempotents in a ringA; that is,
for idempotentse andf in A, we havee � f if and only if e = ef = f e. Two idempotents
e andf are said to beequivalent, written e ∼ f , if there are elementsx, y ∈ A such that
e = xy andf = yx. This is equivalent to saying that the rightA-moduleseA andf A

are isomorphic. We writee � f in casee ∼ f ′ for some idempotentf ′ � f . We say that
an idempotente is infinite if there are nonzero orthogonal idempotentse′ andg such that
e = e′ + g ande ∼ e′. If no such decomposition exists,e is called afinite idempotent.
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1. The general construction

We present the construction of a fractional skew monoid ring in full generality in this
section, and establish the precise graded structure of this ring. The basic data co
a ring A, a monoidT acting onA by ring endomorphisms, and a left denominator
S ⊆ T ; the fractional skew monoid ring we construct is graded byS−1T , and its identity
component is the quotient ofA modulo the union of the kernels of the endomorphisms
whichS acts.

1.1. We begin by fixing the basic data needed for our construction; these dat
conventions will remain in force throughout the paper. LetA be a (unital) ring, and Endr(A)

the monoid of non-unital (i.e., not necessarily unital) ring endomorphisms ofA.
Let T be a monoid andα :T → Endr(A) a monoid homomorphism, writtent �→ αt .

In general, we will writeT multiplicatively, with its identity element denoted 1, but
some applications it will be convenient to switch to additive notation forT . For t ∈ T , set
pt = αt (1), an idempotent inA. Thenαt can be viewed as a unital ring homomorphi
from A to the cornerptApt . For s, t ∈ T , we havepst = αst (1) = αsαt (1) = αs(pt ).

Let S ⊆ T be a submonoid satisfying the left denominator conditions, i.e., the left Or
condition and the monoid version ofleft reversibility: whenevert, u ∈ T with ts = us for
somes ∈ S, there existss′ ∈ S such thats′t = s′u. Then there exists a monoid of fraction
S−1T , with the usual properties (e.g., see [6, §1.10] or [7, §0.8]).

We shall also assume thatS is left saturatedin T : whenevers ∈ S and t ∈ T such
that ts ∈ S, we must havet ∈ S. This assumption means that equality inS−1T can be
described as follows: ifs−1

1 t1 = s−1
2 t2 for somesi ∈ S and ti ∈ T , there existu1, u2 ∈ S

such thatu1s1 = u2s2 andu1t1 = u2t2. (The usual denominator conditions only yield t
latter equations for, say, someu1 ∈ S and u2 ∈ T . But thenu2s2 = u1s1 ∈ S, and left
saturation impliesu2 ∈ S.)

Definition 1.2. The labelSop∗α A∗α T stands for a (unital) ringR equipped with a (unital
ring homomorphismφ :A → R and monoid homomorphismss �→ s− from Sop → R and
t �→ t+ from T → R, universal with respect to the following relations:

(1) t+φ(a) = φαt (a)t+ for all a ∈ A andt ∈ T ;
(2) φ(a)s− = s−φαs(a) for all a ∈ A ands ∈ S;
(3) s−s+ = 1 for all s ∈ S;
(4) s+s− = φ(ps) for all s ∈ S.

Note that condition (2) follows from the others. Givena ∈ A and s ∈ S, we have
s+φ(a) = φαs(a)s+ by (1), and on multiplying each term of this equation on the left
on the right bys−, we obtainφ(a)s− = s−φαs(a)φ(ps) = s−φ(αs(a)ps) from (3) and (4),
whence (2) follows becauseαs(a)ps = αs(a).

1.3. At this point, we sketch theexistenceof the ringR = Sop ∗α A ∗α T . The existence
of a ring satisfying the universal property of Definition 1.2 follows from a construc
with generators and relations, which does not use at all any property ofS; in fact,S can be
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an arbitrary subset ofT . TakeB = A ∗ Z〈t+, s− | t ∈ T , s ∈ S〉 to be the free product ofA
and the free ring on the disjoint unionT 
 S, and let

i1 :A → B and i2 :Z〈t+, s− | t ∈ T , s ∈ S〉 → B

be the canonical maps. LetJ be the two-sided ideal ofB generated by

(a) i2(t+)i1(a) − i1(αt (a))i2(t+) for all a ∈ A andt ∈ T ;
(b) i2((tt

′)+) − i2(t+)i2(t
′+) for all t, t ′ ∈ T ;

(c) i2(s−)i2(s+) − i1(1) for all s ∈ S;
(d) i2(s+)i2(s−) − i1(ps) for all s ∈ S.

ThenR = B/J is the ring we are looking for, andφ is the composite mapπ ◦ i1, where
π :B → B/J is the canonical projection. (Here we identify the elementss−, for s ∈ S,
with their imagesπi2(s−), and similarly for the elementst+.) Note that the relation
(ss′)− = s′−s−, for all s, s′ ∈ S such thatss′ ∈ S, hold automatically from (a)–(d) abov
Also, we have already observed that condition (2) in 1.2 follows from conditions (1), (3
and (4), and so it follows from (a)–(d) too.

Rather than introduce a notation for the product inSop, we view the map(−)− as a
monoid anti-homomorphismS → R, so that(su)− = u−s− for s, u ∈ S.

The construction above will also be applied whenA is an algebra over a fieldk and the
ring endomorphismsαt for t ∈ T arek-linear. In this case, it is easily checked thatφ maps
k = k · 1 into the center ofB (use relations (1), (2) above and part (c) of the follow
lemma to see thatφ(k) commutes with eachs− and t+), so thatB becomes ak-algebra
andφ becomes ak-algebra homomorphism. The universal property ofB then holds also
in the category ofk-algebras.

The following lemma and subsequent results pin down the structure of

R = Sop ∗α A ∗α T .

This structure simplifies considerably when the mapsαs are injective—see 1.12.

Lemma 1.4. Let a, b ∈ A, s, u ∈ S, andt, v ∈ T .

(a) s+φ(a)s− = φαs(a).
(b) s−φαs(a)s+ = φ(a).
(c) s− = s−φ(ps) andt+ = φ(pt )t+.
(d) s−φ(a)t+ = s−φ(psapt )t+.
(e) s−φ(a)t+ = (us)−φαu(a)(ut)+.
(f) There existx ∈ S andy ∈ T such thatxt = yu. For any suchx, y,[

s−φ(a)t+
][

u−φ(b)v+
] = (xs)−φ

(
αx(apt )αy(b)

)
(yv)+.

In particular, t+u− = x−pxty+.
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Proof. (a) s+φ(a)s− = φαs(a)s+s− = φαs(a)φ(ps) = φ(αs(a)ps) = φαs(a).
(b) This follows from (a) becauses−s+ = 1.
(c) s− = φ(1)s− = s−φαs(1) = s−φ(ps). Similarly, t+ = t+φ(1) = φαt(1)t+ =

φ(pt )t+.
(d) This is clear from (c).
(e) From (b), we haveφ(a) = u−φαu(a)u+, and the desired equation follows becau

s−u− = (us)−.
(f) Note that(xt)+(yu)− = (xt)+(xt)− = φ(pxt ) = φαx(pt ). Using (e), we get

[
s−φ(a)t+

][
u−φ(b)v+

] = [
(xs)−φαx(a)(xt)+

][
(yu)−φαy(b)(yv)+

]
= (xs)−φαx(a)φαx(pt )φαy(b)(yv)+

= (xs)−φ
(
αx(apt )αy(b)

)
(yv)+. �

Corollary 1.5. R = ∑
s∈S, t∈T s−φ(A)t+ = ∑

s∈S, t∈T s−φ(psApt)t+.

Proof. The second equality is clear from Lemma 1.4(d). LetR′ denote the sum in questio
ClearlyR′ is closed under addition, and it is closed under multiplication by Lemma 1.4(f
Also, 1R = 1−φ(1A)1+ ∈ R′. Thus,R′ is a unital subring ofR.

Since the images ofφ, s �→ s−, andt �→ t+ are contained inR′, we can view these a
maps intoR′. The universal property forR then implies that there is a unique unital ri
homomorphismψ :R → R′ such thatψφ = φ while ψ(s−) = s− for s ∈ S andψ(t+) = t+
for t ∈ T . Consequently,ψ acts as the identity onR′, whenceψ(R) = R′. Moreover, if we
view ψ as a ring homomorphismR → R, we haveψφ = idR φ while ψ(s−) = idR(s−)

for s ∈ S andψ(t+) = idR(t+) for t ∈ T . Now the universal property forR implies that
ψ = idR , and thereforeR = ψ(R) = R′. �

We next exhibit the graded ring structure ofR. As the reader will note, this result ca
also be obtained from the proof of Proposition 1.10 below, and so Propositions 1.6 and 1
could have been combined. However, we think that separating the two results is hel
orienting the reader.

Proposition 1.6. The ringR has anS−1T -gradingR = ⊕
x∈S−1T Rx where eachRx =⋃

s−1t=x s−φ(A)t+.

Proof. We can viewR as a leftA-module viaφ, and the relations inR imply that each
s−φ(A)t+ is a leftA-submodule. Ifs1, s2 ∈ S andt1, t2 ∈ T such thats−1

1 t1 = s−1
2 t2, there

existu1, u2 ∈ S such thatu1s1 = u2s2 andu1t1 = u2t2, whence Lemma 1.4(e) implies th
(si )−φ(A)(ti)+ ⊆ (u1s1)−φ(A)(u1t1)+ for i = 1,2. Thus, eachRx is a directed union o
left A-submodules ofR, and so is a leftA-submodule itself.

It is clear from Corollary 1.5 thatR = ∑
x∈S−1T Rx , and from Lemma 1.4(f) tha

RxRy ⊆ Rxy for all x, y ∈ S−1T . Hence, it only remains to show that the sum of
Rx is a direct sum.
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LetR′ denote the external direct sum of theRx , and setE′ = EndZ(R′). There is a unita
ring homomorphismλ :A → E′ such that eachλ(a) is the leftA-module multiplication by
a ∈ A.

Givens ∈ S, observe thats−Rx ⊆ Rs−1x for all x ∈ S−1T . Hence, there existsµs ∈ E′
such thatµs(b)y = s−bsy for all b ∈ R′ and y ∈ S−1T . Sinceφ(a)s− = s−φαs(a) for
a ∈ A, we see thatλ(a)µs = µsλαs(a) for a ∈ A. Observe also thats �→ µs is a monoid
homomorphismSop → E′.

Given t ∈ T , it follows from Lemma 1.4(f) thatt+Rx ⊆ Rtx for all x ∈ S−1T . Hence,
there existsνt ∈ E′ such thatνt (b)y = ∑

tx=y t+bx for b ∈ R′ and y ∈ S−1T . Since
t+φ(a) = φαt (a)t+ for a ∈ A, we see thatνtλ(a) = λαt (a)νt for a ∈ A. Observe also
that t �→ νt is a monoid homomorphismT → E′.

Since s−s+ = 1 and s+s− = φ(ps) for s ∈ S, we see thatµsνs = idR′ = 1E′ and
νsµs = λ(ps) for s ∈ S. Now by the universal property ofR, there exists a unital rin
homomorphismψ :R → E′ such thatψφ = λ while ψ(s−) = µs for s ∈ S andψ(t+) = νt

for t ∈ T .
Note that 1R = 1−φ(1)1+ ∈ R1, so there existse ∈ R′ such thate1 = 1 whileez = 0 for

all z �= 1. Givens ∈ S, a ∈ A, andt ∈ T , we observe that

[
ψ

(
s−φ(a)t+

)
(e)

]
s−1t

= [
µsλ(a)νt (e)

]
s−1t

= s−φ(a)t+

and all other components ofψ(s−φ(a)t+)(e) are zero. Hence, forx ∈ S−1T and b ∈
Rx , we have[ψ(b)(e)]x = b while [ψ(b)(e)]y = 0 for all y �= x. Consequently, if
b1 + · · · + bn = 0 for somebi ∈ Rxi where thexi are distinct elements ofS−1T , then
bi = [ψ(b1 + · · · + bn)(e)]xi = 0 for all i. Therefore

∑
x∈S−1T Rx = ⊕

x∈S−1T Rx , as
desired. �

To completely pin down the elements ofR, we need to know the relations holding
each homogeneous componentRx . In particular, ifpsapt ∈ ker(φ), thens−φ(a)t+ = 0 by
Lemma 1.4(d), and we would like to show thats−φ(a)t+ = 0 only whenpsapt ∈ ker(φ).
For this purpose, we set up another representation ofR on a leftA-module.

Lemma 1.7. Letu, s ∈ S andt ∈ T .

(a) The map∗ :A × psApt → psApt given by the rulea ∗ b := αs(a)b turns the abelian
grouppsApt into a leftA-module.

(b) The restriction ofαu to psApt is a leftA-module homomorphismpsApt → pusAput .

Proof. Part (a) is clear becauseαs is a unital ring homomorphism fromA to psAps , while
part (b) follows becauseαus = αuαs . �

Each homogeneous componentRx of R turns out to be a direct limit of the rectangu
cornerspsApt over pairs(s, t) such thats−1t = x. However, there is no natural parti
order on the set of these pairs—the limit has to be taken over a small category.
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Definition 1.8. Forx ∈ S−1T , letDx be the small category in which the objects are all pair
(s, t) ∈ S × T such thats−1t = x, the morphisms from an object(s, t) to an object(s′, t ′)
are those elementsu ∈ S such thatus = s′ andut = t ′, and composition of morphisms
given by the multiplication inS. The Ore and saturation conditions onS imply thatDx

is directed: given any objects(s1, t1) and (s2, t2) in Dx , there exist an object(s, t) and
morphismsui : (si, ti ) → (s, t) in Dx for i = 1,2. Consequently, colimits based onDx are
directed colimits.

Taking account of Lemma 1.7, there is a functorFx :Dx → A-Mod such thatFx(s, t) =
psApt for all objects(s, t) in Dx and Fx(u) = αu|psApt for all morphismsu : (s, t) →
(us,ut) in Dx . Let Mx denote the colimit ofFx , with natural mapsηs,t :psApt → Mx

for objects(s, t) in Dx . SinceMx is a directed colimit, it is the union of its submodul
ηs,t (psApt) for (s, t) ∈ Dx . Note that ifbi ∈ psi Apti for i = 1,2, where(si , ti) ∈ Dx ,
thenηs1,t1(b1) = ηs2,t2(b2) if and only if there existu1, u2 ∈ S such thatu1s1 = u2s2 and
u1t1 = u2t2 while alsoαu1(b1) = αu2(b2).

Lemma 1.9. Let s ∈ S, t ∈ T , andx ∈ S−1T .

(a) There exists an additive mapσs :Mx → Ms−1x such thatσsηu,v(b) = ηus,v(pusb) for
u−1v = x andb ∈ puApv .

(b) aσs(m) = σs(αs(a)m) for a ∈ A andm ∈ Mx .
(c) There exists an additive mapτt :Mx → Mtx such thatτtηu,v(b) = ηw,zvαz(b) for

u−1v = x, b ∈ puApv , andw ∈ S, z ∈ T such thatwt = zu.
(d) τt (am) = αt(a)τt (m) for a ∈ A andm ∈ Mx .

Proof. (a) For each(u, v) ∈ Dx , we have (us, v) ∈ Ds−1x , and there is an add
tive map puApv → Ms−1x given by b �→ ηus,v(pusb). Moreover, if w ∈ S then
ηwus,wv(pwusαw(b)) = ηwus,wvαw(pusb) = ηus,v(pusb). Thus, our maps toMs−1x are
compatible with the functorFx , and so there exists a unique additive mapσs as described

(b) If m = ηu,v(b) for u, v, b as in (a), then

aσs(m) = aηus,v(pusb) = ηus,v

(
a ∗ (pusb)

) = ηus,v

(
αus(a)pusb

) = ηus,v

(
pusαus(a)b

)
= ηus,v

(
pus

(
αs(a) ∗ b

)) = σsηu,v

(
αs(a) ∗ b

) = σs

(
αs(a)m

)
.

(c) Fix (u, v) ∈ Dx , choosew ∈ S, z ∈ T such thatwt = zu, and note thattx = w−1zv.
Sinceαz(puApv) ⊆ pzuApzv ⊆ pwApzv, the composition ofηw,zv with the restriction of
αz to puApv gives an additive mappuApv → Mtx . Suppose alsow1 ∈ S andz1 ∈ T such
thatw1t = z1u. Thenw−1

1 z1 = tu−1 = w−1z, so there existr1, r ∈ S such thatr1w1 = rw

and r1z1 = rz. Since alsor1z1v = rzv and αr1αz1 = αrαz, it follows that ηw1,z1vαz1 =
ηw,zvαz on puApv. Thus, we obtain a well-defined additive mapfu,v :puApv → Mtx

which agrees withηw,zvαz for anyw ∈ S andz ∈ T with wt = zu.
Now consider a morphismr : (u, v) → (ru, rv) in Dx . There existw ∈ S andz ∈ T such

thatwt = z(ru), so thatfru,rv is given byηw,zrvαz. Sincewt = (zr)u, we also have tha
fu,v is given byηw,zrvαzr , and sofu,v equals the composition offru,rv with the restriction
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of αr to puApv. Thus, the mapsf.,. are compatible withFx , and so there exists a uniqu
additive mapτt as described.

(d) If m = ηu,v(b) with u, v, b, w, z as in (c), then

τt (am) = τtηu,v(a ∗ b) = τtηu,v

(
αu(a)b

) = ηw,zvαz

(
αu(a)b

) = ηw,zv

(
αwαt (a)αz(b)

)
= ηw,zv

(
αt(a) ∗ αz(b)

) = αt (a)ηw,zvαz(b) = αt (a)τt (m). �
Proposition 1.10. For eachx ∈ S−1T , there is a leftA-module isomorphismθx :Mx → Rx

such that

θxηu,v(b) = u−φ(b)v+ for u−1v = x andb ∈ puApv.

Proof. In view of Lemma 1.4(e), for eachx ∈ S−1T there is a unique additive ma
θx :Mx → Rx as described. Ifm = ηu,v(b) with u, v, b as above, then fora ∈ A we have

θx(am) = θxηu,v(a ∗ b) = θxηu,v

(
αu(a)b

) = u−φαu(a)φ(b)v+ = φ(a)u−φ(b)v+
= aθx(m).

Thus,θx is a leftA-module homomorphism. It is surjective by definition ofRx , and so it
only remains to show that ker(θx) = 0.

Form the leftA-moduleM := ⊕
x∈S−1T Mx , setE = EndZ(M), and for eacha ∈ A

let λ(a) ∈ E be the map given by left multiplication bya. Then we have a unital rin
homomorphismλ :A → E.

For all x ∈ S−1T , use the same notationsσs andτt for the additive mapsMx → Ms−1x

andMx → Mtx described in Lemma 1.9, and also for the corresponding homogeneo
maps onM. Thus, for s ∈ S and t ∈ T we have additive mapsσs, τt ∈ E such that
σs(m)y = σs(msy) and τt (m)y = ∑

tx=y τt (mx) for m ∈ M and y ∈ S−1T . Lemma 1.9
also shows thatλ(a)σs = σsλαs(a) andτtλ(a) = λαt (a)τt for a ∈ A.

It is easily checked thats �→ σs andt �→ τt are monoid homomorphismsSop → E and
T → E. Now considerm = ηu,v(b) ∈ Mx for x, u, v, b as in Lemma 1.9. There existw ∈ S

andz ∈ T such thatws = zu, and

σsτs(m) = σsηw,zvαz(b) = ηws,zv

(
pwsαz(b)

) = ηzu,zv

(
pzuαz(b)

)
= ηzu,zvαz(pub) = ηu,v(b) = m.

It follows thatσsτs = 1E in E. Next, note thatu ∈ S and 1∈ T with u · s = 1 · us. Hence,

τsσs(m) = τsηus,v(pusb) = ηu,vα1(pusb) = ηu,v(ps ∗ b) = psm.

It follows thatτsσs = λ(ps) in E.
By the universal property ofR, there is a unital ring homomorphismψ :R → E such

thatψφ = λ while ψ(s−) = σs for s ∈ S andψ(t+) = τt for t ∈ T .
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Define e ∈ M so that e1 = η1,1(1) while ez = 0 for all z �= 1. We claim that
[(ψθx(m))(e)]x = m for x ∈ S−1T andm ∈ Mx . Write m = ηu,v(b) whereu−1v = x and
b ∈ puApv . Thenψθx(m) = ψ(u−φ(b)v+) = σuλ(b)τv and so[(

ψθx(m)
)
(e)

]
x

= σuλ(b)τvη1,1(1) = σuλ(b)η1,vαv(1) = σuη1,v(b ∗ pv)

= σuη1,v(b) = ηu,v(pub) = ηu,v(b) = m,

as claimed.
The claim immediately implies that ker(θx) = 0 for all x ∈ S−1T , as desired. �

Corollary 1.11.

(a) Let s ∈ S, t ∈ T , anda ∈ A. Thens−φ(a)t+ = 0 if and only if psapt ∈ ker(αs ′) for
somes′ ∈ S. In particular,ker(φ) = ⋃

s ′∈S ker(αs ′).
(b) The idealI = ker(φ) satisfiesα−1

s (I ) = I for all s ∈ S andαt(I) ⊆ I for all t ∈ T .
(c) α induces a monoid homomorphismα′ :T → EndZ(A/I), andα′

s is injective for all
s ∈ S.

(d) Sop ∗α A ∗α T = Sop ∗α′ (A/I) ∗α′ T .

Proof. (a) By Lemma 1.4(d),s−φ(a)t+ = s−φ(b)t+ whereb = psapt . Then Proposi-
tion 1.10 yieldsθxηs,t (b) = s−φ(a)t+ where x = s−1t . Since θx is an isomorphism
s−φ(a)t+ = 0 if and only if ηs,t (b) = 0, which happens if and only ifαs ′(b) = 0 for some
s′ ∈ S. This verifies the first statement in (a). The second follows on takings = t = 1.

(b) If t ∈ T and s ∈ S, there exists′ ∈ S and t ′ ∈ T such thats′t = t ′s. Then
αs ′αt (ker(αs)) = 0, and soαt (ker(αs)) ⊆ ker(αs ′) ⊆ I . This shows thatαt (I) ⊆ I for all
t ∈ T .

Now if s ∈ S, the previous paragraph implies thatI ⊆ α−1
s (I ). If a ∈ α−1

s (I ), then
αs(a) ∈ ker(αs ′) for somes′ ∈ S, whencea ∈ ker(αs ′s ) ⊆ I . Thereforeα−1

s (I ) = I .
(c), (d) These are clear from (a) and (b).�
1.12. As Corollary 1.11 shows, we can always reduce to the case whereαs is injective

for all s ∈ S. In that case,φ is injective by Corollary 1.11(a), and so we can identifyA with
the unital subringφ(A) ⊆ R. All of the relations inR simplify in this case:

(1) t+a = αt (a)t+ for all a ∈ A andt ∈ T ;
(2) as− = s−αs(a) for all a ∈ A ands ∈ S;
(3) s−s+ = 1 for all s ∈ S;
(4) s+s− = ps for all s ∈ S;
(5) R has anS−1T -gradingR = ⊕

x∈S−1T Rx where eachRx = ⋃
s−1t=x s−At+;

(6) s−at+ = s−psapt t+ for s ∈ S, t ∈ T , and a ∈ A, and s−at+ = 0 if and only if
psapt = 0;

(7) Letx = s−1
1 t1 = s−1

2 t2 ∈ S−1T for somes1, s2 ∈ S, t1, t2 ∈ T , and leta1, a2 ∈ A. Then
(s1)−a1(t1)+ = (s2)−a2(t2)+ if and only if there existu1, u2 ∈ S such thatu1s1 = u2s2
andu1t1 = u2t2 while alsoαu1(ps1a1pt1) = αu2(ps2a2pt2).
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2. The case S = T = ZZZ+. Examples

2.1. For the remainder of the paper, we take advantage of Corollary 1.11 and a
thatαs is injective for alls ∈ S. Thus, the relations inR = Sop∗α A∗α T take the simplified
form given in 1.12. Moreover, we assume that the mapsαs arecorner isomorphisms, that is,
eachαs is an isomorphism ofA ontopsAps . Finally, we assume thatS = T is a submonoid
of a groupG which is its group of left fractions, that is,G = S−1S. These conventions ar
to remain in effect for the rest of the paper.

2.2. A particularly nice setting is the case whenG is a left totally ordered group with
positive coneG+ = S (thusG = S−1 ∪ S andS−1 ∩ S = {1}). In this case, the elemen
of R can be expressed in a simpler way, namely in the form

∑
s∈S s−as + ∑

t∈S at t+. To
achieve this, we need to be able to simplify individual termss−at+ for s, t ∈ S anda ∈ A.
If s � t , thens−1t � 1, whenceu := s−1t ∈ S. Thens−at+ = s−a(su)+ = s−psapss+u+.
Because of our current convention thatαs :A → psAps is an isomorphism,psaps = αs(b)

for someb ∈ A, and therefores−at+ = s−αs(b)s+u+ = bs−s+u+ = bu+. On the other
hand, ifs � t , thenv := t−1s ∈ S ands−at+ = v−c wherec = α−1

t (ptapt ).

2.3. We now specialize to the case whereS is the additive monoidZ+, so thatG = Z.
Here the monoid homomorphismα :S → Endr(A) is determined byα1, and so we chang
notation, writingα and p for α1 and p1. Thus,α is now an isomorphismA → pAp,
and the monoid homomorphismS → Endr(A) is given by the rulen �→ αn. Let t denote
the generator 1∈ Z+ = S. Since the mapss �→ s± are monoid homomorphisms into th
multiplicative structure ofR, we haven± = (t±)n =: tn± for n ∈ Z+, and

atn− = tn−αn(a) and tn+a = αn(a)tn+

for all a ∈ A andn ∈ Z+.
In view of 2.2, the elementsr ∈ R = Z+ ∗α A ∗α Z+ can all be written as ‘polynomials

of the form

r = ant
n+ + · · · + a1t+ + a0 + t−a−1 + · · · + tm−a−m,

with coefficientsai ∈ A. Because of this similarity ofR with a skew-Laurent polynomia
ring, we shall use the notationR = A[t+, t−;α]. Proposition 1.6 shows thatR is aZ-graded
ring R = ⊕

i∈Z
Ri , and from the discussion above we see thatRi = Ati+ for i > 0 and

Ri = t−i− A for i < 0, whileA0 = A.
Our construction ofZ+ ∗α A∗α Z+ is an exact algebraic analog of the construction of

crossed product of a C*-algebra by an endomorphism introduced by Paschke [16]. I
if A is a C*-algebra and the corner isomorphismα is a *-homomorphism, then Paschke
C*-crossed product, which he denotesA �α N, is just the completion ofZ+ ∗α A ∗α Z+ in
a suitable norm.

Note again that any ringR = A[t+, t−;α] is Z-graded, withA = R0. Moreover,t+
is a left invertible element ofR1 with a particular left inverset− ∈ R−1, andα can be
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recovered from the ruleα(a) = t+at−. These observations allow us to recognize ring
the formA[t+, t−;α] amongZ-graded rings, as follows.

Lemma 2.4. Let D = ⊕
i∈Z

Di be a Z-graded ring containing elementst+ ∈ D1 and
t− ∈ D−1 such thatt−t+ = 1. Then there is a corner isomorphismα :D0 → t+t−D0t+t−
given by the ruleα(d) = t+dt−, andD = D0[t+, t−;α].

Proof. It is clear thatt+t− is an idempotent inD0, and that the given rule defines
isomorphismα :D0 → t+t−D0t+t−. Hence, there exists a fractional skew monoid r
D̃ = D0[t̃+, t̃−;α]. Sincet+d = α(d)t+ anddt− = t−α(d) for all d ∈ D, the identity map
on D0 extends uniquely to a ring homomorphismφ : D̃ → D such thatφ(t̃±) = t±. It
remains to show thatφ is an isomorphism. Note that sincet i+ ∈ Di andt i− ∈ D−i for all
i ∈ N, the mapφ is a homomorphism of graded rings. Thus, we need only show thφ

maps each homogeneous componentD̃i isomorphically ontoDi . This is already given
wheni = 0.

Now let i > 0. If x ∈ D̃i , thenx = dt̃ i+ for somed ∈ D0, andφ(x) = dti+. If φ(x) = 0,
then dαi(1) = dti+t i− = 0 in D0, whencex = dαi(1)t̃ i+ = 0 in D̃. Thus, the restriction
of φ to D̃i is injective. Further, ify ∈ Di , thenyti− ∈ D0 andφ((yti−)t̃ i+) = yti−t i+ = y.
Thereforeφ mapsD̃i isomorphically ontoDi . A symmetric argument shows that this a
holds fori < 0, completing the proof. �
Example 2.5 (An algebraic version of the Cuntz–Krieger algebras). We give an algebraic
version of the C*-algebrasOA introduced in [8] (now called “Cuntz–Krieger algebra
in the literature), and show that they may be expressed in the formB[t+, t−;α] for
ultramatricial algebrasB and proper corner isomorphismsα. The latter statement is parall
to the corresponding C*-algebra result:OA = B �α N for a suitable approximately finit
dimensional C*-algebraB (essentially in [8]; discussed explicitly in [19, Example 2.5])

Let k be an arbitrary field andA = (aij ) an n × n matrix overk, with aij ∈ {0,1}
for all i, j . To avoid degenerate and trivial cases, we assume that no row or colu
A is identically zero, and thatA is not a permutation matrix. We define thealgebraic
Cuntz–Krieger algebra associated toA to be thek-algebraC = CKA(k) with generators
x1, y1, . . . , xn, yn and relations

(1) xiyixi = xi andyixiyi = yi for all i;
(2) xiyj = 0 for all i �= j ;
(3) xiyi = ∑n

j=1 aij yjxj for all i;
(4)

∑n
j=1 yjxj = 1.

Note that all thexiyi andyjxj are idempotents, and that theyjxj are pairwise orthogona
The free algebrak〈X1, Y1, . . . ,Xn,Yn〉 can be given aZ-grading in which theXi have
degree−1 while theYi have degree 1, and the relatorsXiYiXi − Xi , etc. corresponding t
(1)–(4) are all homogeneous. Hence,C inherits aZ-grading such that eachxi ∈ C−1 and
eachyi ∈ C1.
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Now set N = {1, . . . , n}. Given µ = (µ1, . . . ,µ�) ∈ N� for some�, we setxµ =
xµ1xµ2 · · ·xµ� andyµ = yµ1yµ2 · · ·yµ� . The case� = 0 is allowed, with the convention
thatN0 = {∅} andx∅ = y∅ = 1. The subalgebraB = C0 of C is thek-linear span of the se{

yµxν | µ,ν ∈ N�, � ∈ Z+}
.

As in [8, Proposition 2.3 and following discussion],B is an ultramatricialk-algebra, and
K0(B) is isomorphic (as an ordered group) to the direct limit of the sequence

Zn A−→ Zn A−→ Zn A−→ · · · ,

with the class[B] ∈ K0(B) corresponding to the image of the order-unit(1,1, . . . ,1)tr in
the firstZn. (See [9, Chapter 15] for a development of ultramatricial algebras and the
classification viaK0.)

For i = 1, . . . , n, let ei denote the sum of thoseyjxj for which yjxj � xiyi but
yjxj � xmym for any m < i. Theseei are pairwise orthogonal idempotents inB, with
eachei � xiyi . Since the matrixA has no identically zero columns, eachyjxj lies below
somexiyi , and so eachyjxj lies below someei . In fact, yjxj � ei wherei is the least
index such thataij = 1. From relation (4), it follows that

∑n
i=1 ei = 1. Next, note that the

elementsyieixi are pairwise orthogonal idempotents inB (becauseeixiyi = ei for all i),
whence the sump := y1e1x1 + · · · + ynenxn is an idempotent inB. Moreover,xip = eixi

andpyi = yiei for all i. We claim thatp �= 1.
If p = 1, then eachxi = eixi , whence eachxiyi = ei . Then thexiyi are pairwise

orthogonal. In view of the relations (3), it follows that each column ofA has only one
nonzero entry. SinceA has no identically zero rows, it must be a permutation ma
contradicting our assumptions. Thereforep �= 1, as claimed.

Now sett− = e1x1+· · ·+enxn ∈ C−1 andt+ = y1e1+· · ·+ynen ∈ C1. Thent+t− = p,
and

t−t+ =
n∑

i=1

eixiyiei =
n∑

i,j=1

aij eiyjxj ei =
n∑

j=1

yjxj = 1,

because eachyjxj � ei for precisely onei, andaij = 1 for thati. Hence, there is a prope
corner isomorphismα :B → pBp given by the ruleα(b) = t+bt−, and we conclude from
Lemma 2.4 that

C = CKA(k) = B[t+, t−;α].

In case the matrixA in Example 2.5 has all of its entries equal to 1, the relations for
algebraCKA(k) reduce to

(1) xiyj = δi,j for all i, j ;
(2)

∑n
j=1 yjxj = 1.
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Thus in this case,CKA(k) is theLeavitt algebraV1,n(k) first studied in [14]. (The notatio
V1,n was introduced in [4].) There is a related Leavitt algebraU1,n(k) which, as we now
show, can also be presented as a fractional skew monoid ring.

Example 2.6. Let k be a field andn ∈ N. The algebraU = U1,n(k) is thek-algebra with
generatorsx1, y1, . . . , xn, yn and relationsxiyj = δi,j for all i, j . (Thus,V1,n(k) is the
factor algebra ofU1,n(k) modulo the ideal generated by 1− ∑n

j=1 yjxj .) The elements
y1x1, . . . , ynxn are pairwise orthogonal idempotents inU . As in Example 2.5, there is
Z-grading onU such that eachxi ∈ U−1 and eachyi ∈ U1.

SetN = {1, . . . , n} and definexµ, yµ ∈ U for µ ∈ N� as in Example 2.5. InU , the set{
yµxν | µ ∈ N�, ν ∈ Nm, �,m ∈ Z+}

forms ak-basis. We again setB = U0, which is thek-linear span of the set{
yµxν | µ,ν ∈ N�, � ∈ Z+}

,

and as before,B is ultramatricial. It is isomorphic to a direct limit of the algebras

Mni (k) × Mni−1(k) × · · · × Mn(k) × k,

the ordered groupK0(B) is isomorphic to the direct limit of a sequenceZ → Z2 → Z3 →
·· · where each transition mapZi → Zi+1 is given by an(i + 1) × i matrix of the form

n 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0

...

0 0 0 · · · 1 0
0 0 0 · · · 0 1

 ,

and the class[B] ∈ K0(B) corresponds to the image of 1∈ Z.
Setp = y1x1 ∈ B, a proper idempotent. Then sett− = x1 ∈ U−1 andt+ = y1 ∈ U1, so

thatt+t− = p andt−t+ = 1. Hence, the ruleb �→ t+bt− gives a proper corner isomorphis
α :B → pBp, and Lemma 2.4 shows that

U = U1,n(k) = B[t+, t−;α].

Example 2.7. Let k be a field, and note that there are natural inclusions

U1,1(k) ⊂ U1,2(k) ⊂ U1,3(k) ⊂ · · ·

among the algebrasU1,n(k). Set U∞(k) = ⋃∞
n=1 U1,n(k), which is a simple algebr

(e.g., [3, Theorem 4.3]). We may also viewU∞(k) as thek-algebra with an infinite
sequence of generatorsx1, y1, x2, y2, . . . and relationsxiyj = δi,j for all i, j . This algebra
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is Z-graded as before, with thexi having degree−1 and theyi degree 1. SetB = U∞(k)0,
which is thek-linear span of the set{

yµxν | µ,ν ∈ {1, . . . , n}�, n ∈ N, � ∈ Z+}
.

In the present case,B is an ultramatricialk-algebra isomorphic to a direct limit of th
algebras

Mnn(k) × Mnn−1(k) × · · · × Mn(k) × k.

HereK0(B) is isomorphic to the direct limit of a sequenceZ2 → Z3 → Z4 → ·· · with
transition maps 

n n n2 n3 · · · nn−2 nn−1

1 1 n n2 · · · nn−3 nn−2

0 1 1 n · · · nn−4 nn−3

...

0 0 0 0 · · · 1 1
0 0 0 0 · · · 0 1

 ,

and [B] corresponds to
(1
1

) ∈ Z2. If we definep, t±, α exactly as in Example 2.6, w
conclude from Lemma 2.4 that

U∞(k) = B[t+, t−;α].

3. Fractional skew monoid rings versus corners of skew group rings

Paschke [16] and Rørdam [19, Section 2] have shown that a C*-algebra cr
product by an endomorphism corresponds naturally to a corner in a crossed prod
an automorphism. In other words, the C*-algebra versions of fractional skew monoid
Z+ ∗α A ∗α Z+ are isomorphic to cornerse(B ∗α′ Z)e in certain skew group rings. Th
leads us to ask whether, in general, our ringsSop ∗α A ∗α S should appear as corner rin
e(B ∗G)e, whereB ∗G is some skew group ring over the groupG = S−1S. This is indeed
the case, as we prove in Proposition 3.8. We prepare the way by studying corner r
the forme(A ∗ G)e (for G = S−1S as above), and showing that they fall into the clas
fractional skew monoid rings under appropriate conditions on the action.

3.1. Let A be a unital ring,G a group, andα :G → Aut(A) an action. Assume thatS
is a submonoid ofG with G = S−1S, and letR = A ∗α G. Suppose that there exists
nontrivial idempotente ∈ A such thatαs(e) � e for all s ∈ S.

Lemma 3.2. Under the above assumptions, the following hold:

(a) The actionα restricts to an actionα′ :S → Endr(eAe) by corner isomorphisms.
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(b) There are natural monoid morphismsSop → eRe, given bys �→ es−1, andS → eRe,
given byt �→ te, satisfying the conditions(1)–(4) in Definition1.2 with respect toα′
and the inclusion mapφ : eAe → eRe.

Proof. (a) This is clear from the hypothesis one.
(b) Notice that, sincee � α−1

s (e) for all s ∈ S, we havees−1 = es−1αs(e) ∈ eRe and
(es−1)(et−1) = e(ts)−1 for s, t ∈ S. Similarly, se ∈ eRe and (se)(te) = (st)e. So, the
defined maps are monoid morphisms. It is straightforward to check conditions (1)–(4)
Definition 1.2. �

Because of Lemma 3.2, we have the data to construct a fractional skew mono
ring of the formSop ∗α′ (eAe) ∗α′ S. Since the mapsα′

s = αs |eAe are injective for all
s ∈ S, the ring homomorphismeAe → Sop ∗α′ (eAe) ∗α′ S going with the construction
of Sop∗α′ (eAe)∗α′ S is injective by Corollary 1.11. Hence, we identifyeAe with its image
in Sop ∗α′ (eAe) ∗α′ S, as in 1.12.

Proposition 3.3. Under the assumptions of3.1, the rings Sop ∗α′ (eAe) ∗α′ S and
e(A ∗α G)e are isomorphic asG-graded rings.

Proof. By the universal property ofSop ∗α′ (eAe) ∗α′ S, there exists a unique rin
homomorphismψ :Sop ∗α′ (eAe) ∗α′ S → e(A ∗α G)e such thatψ(s−at+) = (es−1)a(te)

for all s, t ∈ S and a ∈ eAe. Clearly, ψ is G-graded. To see thatψ is onto, conside
e(ag)e ∈ e(A ∗ G)e wherea ∈ A andg ∈ G, and writeg = s−1t for somes, t ∈ S. Then
we have

e(ag)e = eas−1te = (
es−1)(αs(ea)αt(e)

)
(te) ∈ ψ

(
Sop ∗α′ (eAe) ∗α′ S

)
,

which proves thatψ is onto. It only remains to check thatψ is one-to-one.
Sinceψ is G-graded, we only have to check thatψ(s−at+) = 0 impliesa = 0, when

s, t ∈ S anda ∈ ps(eAe)pt . Note thatps = α′
s (1eAe) = αs(e), and likewisept = αt (e), so

thata = αs(e)aαt(e). Now

0 = (
es−1)a(te) = eα−1

s

(
aαt (e)

)(
s−1t

) = α−1
s

(
αs(e)aαt (e)

)(
s−1t

) = α−1
s (a)

(
s−1t

)
,

whenceα−1
s (a) = 0 anda = 0, as desired. �

The following procedure gives a generic way to obtain a situation as in 3.1.

Example 3.4. Let α :G → Aut(A) be an action of an abelian groupG on a unital
ring A, and lete be an idempotent inA. Set S := {s ∈ G | αs(e) � e}. Then S is a
submonoid ofG and G′ := S−1S is a subgroup ofG acting onA via α. Moreover,
e(A ∗α G′)e ∼= Sop ∗α′ (eAe) ∗α′ S, whereα′ :S → Endr(eAe) is the induced action o
S on eAe by corner isomorphisms.



120 P. Ara et al. / Journal of Algebra 278 (2004) 104–126

he

skew
ach
ired
uction

r

ould
we
of an

The

of
he

In

n

Proof. It is clear thatS is a submonoid ofG, and we can apply Proposition 3.3 to get t
result. �

Now we go in the reverse direction, looking for a representation of a fractional
monoid ringSop ∗α A ∗α S as a corner ring of a skew group ring. Our original appro
utilized a direct limit construction based on ideas of Rørdam [19]; that approach requS

to be abelian. In the meantime, we learned of the work of Picavet [18], whose constr
we can make use of without needingS to be abelian.

3.5. Let A be a unital ring,G a group andS a submonoid ofG such thatG = S−1S.
Thus,S satisfies the left Ore condition, and left reversibility holds trivially becauseS has
cancellation. Letα :S → Endr(A) be an action ofS onA by corner isomorphisms, and fo
s ∈ S let ps denote the idempotentαs(1). We construct a ringS−1A as in [18], but with
some changes of notation to fit our situation. As written, the development in [18] w
requireS to act onA by unital ring endomorphisms. However, almost all the results
shall quote do not make use of this assumption, the exception being the question
identity—in our situation,S−1A can be a non-unital ring.

First, define a relation∼ onS × A as follows:

(s1, a1) ∼ (s2, a2) if and only if there existt1, t2 ∈ S such thatt1s1 = t2s2 and
αt1(a1) = αt2(a2).

This is an equivalence relation [18, Lemma 2.1], and we write[s, a] for the equivalence
class of a pair(s, a). Let S−1A = (S × A)/∼ be the set of these equivalence classes.
left Ore condition guarantees “common denominators” inS−1A: given anyx1, x2 ∈ S−1A,
there exists ∈ S anda1, a2 ∈ A such that eachxi = [s, ai]. By [18, Lemma 2.2 ff.], there
is a well-defined associative multiplication onS−1A as follows:

Given any[s1, a1], [s2, a2] ∈ S−1A, chooset1, t2 ∈ S such thatt1s1 = t2s2, and set
[s1, a1] · [s2, a2] = [t1s1, αt1(a1)αt2(a2)].

(This multiplication rule is simpler than the Ore–Asano rule for multiplication
noncommutative fractions, because the classes[s, a] model elements that would have t
form α−1

s (a) if αs extended to an automorphism of an overring ofA.) It is routine to build
a well-defined, commutative, associative addition onS−1A by the corresponding rule:

Given any[s1, a1], [s2, a2] ∈ S−1A, chooset1, t2 ∈ S such thatt1s1 = t2s2, and set
[s1, a1] + [s2, a2] = [t1s1, αt1(a1) + αt2(a2)].

The distributive law is also routine, and soS−1A becomes a (possibly non-unital) ring.
fact, for [s, a] ∈ S−1A we have[1,1] · [s, a] = [s,psa] and[s, a] · [1,1] = [s, aps ].

Next, we extendα to an action ofS on S−1A. Since this is done without proof i
[18, Theorem 2.4 ff.], we sketch the details.

Lemma 3.6. The action ofα onA extends to an actionα :S → Aut(S−1A) as follows:

Given anys ∈ S and [t, a] ∈ S−1A, chooses′, t ′ ∈ S such thats′s = t ′t , and set
αs([t, a]) = [s′, αt ′(a)].
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Proof. First, let s ∈ S and [t1, a1] = [t2, a2] in S−1A. Let s1, u1, s2, u2 ∈ S such that
s1s = u1t1 and s2s = u2t2; we must show that[s1, αu1(a1)] = [s2, αu2(a2)]. There exist
r1, r2 ∈ S such thatr1s1 = r2s2, and each[si, αui (ai)] = [risi , αriui (ai)]. Hence, we may
assume thats1 = s2. Note that nowu1t1 = u2t2.

Since [t1, a1] = [t2, a2], there existv1, v2 ∈ S such thatv1t1 = v2t2 and αv1(a1) =
αv2(a2). Further, there arep,q ∈ S with pv1 = qu1. Thenpv2t2 = pv1t1 = qu1t1 = qu2t2,
and sopv2 = qu2. After replacings1, u1, s2, u2 by qs1, qu1, qs2, qu2, we may assum
that pvi = ui for i = 1,2. Consequently,αu1(a1) = αu2(a2), whence[s1, αu1(a1)] =
[s2, αu2(a2)]. Thereforeαs([t, a]) is well-defined.

Considers ∈ S and[t, a1], [t, a2] ∈ S−1A. Chooses′, t ′ ∈ S such thats′s = t ′t ; then

αs

([t, a1] · [t, a2]
) = αs

([t, a1a2]
) = [

s′, αt ′(a1a2)
]

= [
s′, αt ′(a1)

] · [s′, αt ′(a2)
] = αs

([t, a1]
) · αs

([t, a2]
)
,

and similarly for addition. This shows thatαs is a ring endomorphism ofS−1A. If
αs([t, a1]) = αs([t, a2]), there existu1, u2 ∈ S such thatu1s

′ = u2s
′ and αu1t

′(a1) =
αu2t ′(a2). Since thenu1 = u2, it follows that [t, a1] = [t, a2]. Thus, αs is injective.
Moreover, for any [t, a] ∈ S−1A we see thatαs([ts, a]) = [t, a]. Therefore αs ∈
Aut(S−1A).

It is clear thatα1 is the identity map. Finally, considers1, s2 ∈ S and [t, a] ∈ S−1A.
There exists′

2, t2 ∈ S such thats′
2s2 = t2t , so thatαs2([t, a]) = [s′

2, αt2(a)]. There exist
s′
1, t1 ∈ S such thats′

1s1 = t1s
′
2, so thatαs1([s′

2, αt2(a)]) = [s′
1, αt1t2(a)]. But s′

1s1s2 =
t1t2t , and soαs1s2([t, a]) = [s′

1, αt1t2(a)] = αs1(αs2([t, a])). Therefore the mapα :S →
Aut(S−1A) is a monoid homomorphism.�

There is a shortcut that can be taken for part of the above work. The given actioS
induces onA the structure of a left module over the monoid ringZS. Moreover,S is a left
denominator set inZS, and the Ore localizationS−1(ZS) is just the group ringZG. By
standard localization theory, there exists a module of fractionsS−1A, which is a leftZG-
module. Thus, one obtains the construction ofS−1A as an additive group and the action
S onS−1A by Z-module automorphisms.

Lemma 3.7. The rulea �→ [1, a] defines anS-equivariant ring embeddingφ :A → S−1A

with image[1,1] · S−1A · [1,1].
Proof. It is clear thatφ is a ring homomorphism and that it isS-equivariant, i.e.,
φ(αs(a)) = αs(φ(a)) for s ∈ S and a ∈ A. If a ∈ ker(φ), then [1, a] = [1,0], and so
αs(a) = 0 for somes ∈ S. Sinceαs is injective,a = 0. Thus,φ is an embedding.

Sete = [1,1] = φ(1), and note thatφ(a) = eφ(a)e for a ∈ A. Recall thate[s, a]e =
[s,psaps] for any s ∈ S and a ∈ A. Since αs(A) = psAps , there existsb ∈ A with
αs(b) = psaps , whencee[s, a]e = [s,αs(b)] = [1, b]. Therefore the image ofφ equals
e(S−1A)e. �
Proposition 3.8. Let G be a group andS a submonoid ofG such thatG = S−1S. Let
α :S → Endr(A) be an action ofS onA by corner isomorphisms. Then there exist a un
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ring B, an actionα̂ :G → Aut(B), and an idempotente in B such thatα̂s(e) � e for all
s ∈ S andSop ∗α A ∗α S ∼= e(B ∗α̂ G)e (asG-graded rings).

Proof. ConstructS−1A as above, sete = [1,1], and identifyA with the cornere(S−1A)e

via Lemma 3.7. LetB be the unitization ofS−1A; then alsoA = eBe. In view of
Lemma 3.6,α extends to an actionG → Aut(S−1A), and thus to an action̂α :G →
Aut(B). It is clear thatα̂s (e) � e for s ∈ S, and we conclude from Proposition 3.3 th
e(B ∗α̂ G)e ∼= Sop ∗α̂ (eBe) ∗α̂ S = Sop ∗α A ∗α S asG-graded rings. �

4. Simplicity

We continue the general assumptions of 1.1 and 2.1, and seek conditions onA, S,
and α under whichR = Sop ∗α A ∗α S is a simple ring. In the case of a group acti
(i.e., S = G and α :G → Aut(A)), sufficient conditions for simplicity are well know
[15, Theorem 2.3]: ifA is simple and the actionα is outer, then the skew group rin
A ∗α G is simple. It turns out that a suitable modification of the notion of an outer a
also leads to simplicity in our more general situation.

We shall say that a pair(αs,αt ), wheres, t ∈ S, is inner provided there exist elemen
u ∈ psApt and v ∈ ptAps such thatuv = ps , vu = pt and αs(x) = uαt (x)v for all
x ∈ A. Note that thenαsα

−1
t (x) = uxv for everyx ∈ ptApt , andαtα

−1
s (x) = vxu for all

x ∈ psAps . Let us say thatα is outer in case(αs,αt ) is not inner for any distincts, t ∈ S.
We will use the following standard terminology. Thesupportof an elementr = ∑

x rx
in R = ⊕

x∈G Rx is the set Supp(r) = {x ∈ G | rx �= 0}. The lengthof r is the number of
elements in the support ofr, and is denoted len(r).

Theorem 4.1. If A is simple andα is outer, thenR = Sop ∗α A ∗α S is simple.

Proof. Suppose thatR is not simple. LetI be a proper nonzero ideal ofR, and letρ ∈ I

be a nonzero element with minimal length, say lengthn. Write ρ = ∑n
i=1(si )−ai(ti)+

where thes−1
i ti are distinct elements ofS−1S and eachai is a nonzero element o

psiApti . Observe that(s1)+ρ(t1)− = a1 + ∑n
i=2 ρi where eachρi lies in thes1s

−1
i ti t

−1
1 -

component ofR. Hence,(s1)+ρ(t1)− = a1 + ∑n
i=2(ui)−bi(vi)+ where theu−1

i vi are
distinct elements ofS−1S, different from 1, and eachbi ∈ pui Apvi . Moreover,a1 �= 0
implies (s1)+ρ(t1)− �= 0, and so(s1)+ρ(t1)− has lengthn by minimality. Thus, after
replacingρ by (s1)+ρ(t1)−, we may assume thats1 = t1 = 1.

SinceA is simple,
∑m

j=1 cja1dj = 1 for somecj , dj ∈ A. Then we can replaceρ by

m∑
j=1

cjρdj = 1+
n∑

i=2

(si )−

(
m∑

j=1

αsi (cj )aiαti (dj )

)
(ti)+,

and so we may now assume thata1 = 1. Of courseρ �= 1 becauseI �= R, whencen � 2.
Sets = s2, t = t2, anda = a2 ∈ psApt , so that
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, as
ρ = 1+ s−at+ +
n∑

i=3

(si )−ai(ti)+.

For anyx ∈ A, we havexρ − ρx ∈ I and

xρ − ρx = s−
(
αs(x)a − aαt (x)

)
t+ +

n∑
i=3

(si )−♦i (ti )+

for some elements♦i ∈ psiApti that we need not specify. Thusxρ − ρx has length less
thann, and soxρ − ρx = 0 by the minimality ofn. Therefore

αs(x)a = aαt (x)

for all x ∈ A. In particular,psAa = psApsa = αs(A)a = aαt (A) = aApt .
SinceA is simple,AptA = AaA = A, and so

aAps = aAptAps = psAaAps = psAps,

whence there is someb ∈ ptAps such thatab = ps . Similarly, there is somec ∈ ptAps

such thatca = pt . But c = cps = cab = ptb = b, so thatba = pt . Now

aαt (x)b = αs(x)ab = αs(x)ps = αs(x)

for all x ∈ A, and so we conclude that the pair(αs,αt ) is inner. Sinceα is assumed
to be outer, we must haves = t . But thens−1

2 t2 = s−1t = 1 = s−1
1 t1, contradicting the

distinctness of thes−1
i ti . ThereforeR is simple. �

Corollary 4.2. If A is simple andps �∼ pt for all distinct s, t ∈ S, thenR is simple.

Corollary 4.3. If A is a directly finite simple ring,p ∈ A is a proper idempotent(i.e.,
p �= 1), andα :A → pAp is a corner isomorphism, thenZ+ ∗α A ∗α Z+ is simple.

Proof. The idempotents corresponding to the monoid homomorphismZ+ → Endr(A)

in this case are theαi(1) for i ∈ Z+. Since α(1) = p �= 1, we have 1> α(1) >

α2(1) > · · · , and it follows from the direct finiteness ofA thatαi(1) �∼ αj (1) for all distinct
i, j ∈ Z+. �

5. Purely infinite simplicity

We recall from [3] that a simple ringT is said to bepurely infiniteif every nonzero
right ideal ofT contains an infinite idempotent. This concept is left–right symmetric
the following characterization shows:T is purely infinite if and only if(1) T is not a
division ring;(2) for every nonzero elementa ∈ T , there exist elementsx, y ∈ T such that
xay = 1 [3, Theorem 1.6]. For instance, the Leavitt algebrasV1,n(k) andU∞(k) are purely



124 P. Ara et al. / Journal of Algebra 278 (2004) 104–126

d 2.7),

ur
ring

f 1.1

al
y

infinite simple rings [3, Theorems 4.2, 4.3]. As we have seen above (Examples 2.5 an
the above mentioned algebras can be presented in the formZ+ ∗α B ∗α Z+. This suggests
that fractional skew monoid rings might be purely infinite simple in some generality. O
goal in this section is to establish sufficient conditions for a fractional skew monoid
R = Sop∗α A ∗α S to be a purely infinite simple ring, under the general assumptions o
and 2.1.

The following concept will be needed. A ringT is said to bestrictly unperforated
provided the finitely generated projective right (or left)T -modules enjoy the following
property: If mA ≺ mB for somem ∈ N, thenA ≺ B. (HeremA denotes the direct sum
of m copies ofA, and the notationX ≺ Y means thatX is isomorphic to aproper direct
summand ofY . Similarly, e ≺ f , for idempotentse, f ∈ T , means thate ∼ e′ < f for
some idempotente′ in T .) Stated in terms of idempotents in matrix rings overT , strict
unperforation is the condition(m ·p ≺ m ·q ⇒ p ≺ q), wherem ·p denotes the orthogon
sum of m copies of an idempotentp. For instance, ultramatricial algebras are strictl
unperforated [9, Theorem 15.24(a)]. Also, any purely infinite simple ringT is strictly
unperforated, becauseA ≺ B for all nonzero finitely generated projectiveT -modulesA
andB [3, Proposition 1.5].

Lemma 5.1. Assume thatA is simple and strictly unperforated, and that there existsu ∈ S

such thatpu �= 1. For any nonzero idempotente ∈ A, there existsv = uj ∈ S for some
j ∈ N such thatpv � e.

Proof. Setpi = pui = αi
u(1) for i � 0. SinceA is simple, there existsm ∈ N such that

1 ≺ m · e and 1� m · (1− p1). Note that

(m + 1) · p1 � m · p1 ⊕ 1� m · p1 ⊕ m · (1− p1) ∼ m · 1.

Applying the isomorphismsαi
u :A → piApi , we obtain that(m + 1) · pi+1 � m · pi for

all i. It follows by induction that(m + 1)i · pi � mi · 1 for all i.
Now choosej ∈ N such thatmj+1 < (m + 1)j , and observe that

mj+1 · pj ≺ (m + 1)j · pj � mj · 1 ≺ mj+1 · e,

whencemj+1 · pj ≺ mj+1 · e. Thereforepj ≺ e, becauseA is strictly unperforated. �
The following lemma is a variation on results such as [9, Proposition 3.3].

Lemma 5.2. If T is a simple ring containing an idempotentp �= 0,1, thenT is generated
(as a ring) by its idempotents.

Proof. Let T ′ be the subring ofT generated by the idempotents. Sincep + pt(1 − p) is
idempotent for anyt ∈ T , we see thatpT (1− p) ⊆ T ′, and likewise(1− p)Tp ⊆ T ′. The
simplicity of T implies thatT (1 − p)T = T , whencepTp = [pT (1− p)][(1− p)Tp] ⊆
T ′, and similarly(1− p)T (1− p) ⊆ T ′. ThereforeT ′ = T . �
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Theorem 5.3. Assume thatA is a simple, strictly unperforated ring, in which every nonz
right (left) ideal contains a nonzero idempotent. Assume also thatα is outer, and that there
existsu ∈ S with pu �= 1. ThenR = Sop ∗α A ∗α S is a purely infinite simple ring.

Proof. The hypothesis thatpu �= 1 will allow us later to apply Lemma 5.1. Moreover,
implies thatR is not a division ring.

Let ρ be an arbitrary nonzero element ofR. Chooseρ′, ρ′′ ∈ R such thatρ′ρρ′′ is
nonzero and has minimal length for such nonzero products, say lengthn. Since it suffices
to find x, y ∈ R such thatxρ′ρρ′′y = 1, we may replaceρ by ρ′ρρ′′. Thus, without
loss of generality, all nonzero productsσρσ ′ in R have length at leastn. Now write
ρ = ∑n

i=1(si )−ai(ti )+ where thes−1
i ti are distinct elements ofS−1S and eachai is

a nonzero element ofpsi Apti . As in the proof of Theorem 4.1, after replacingρ by
(s1)+ρ(t1)− we may assume thats1 = t1 = 1, so thatρ = a1 + ∑n

i=2(si )−ai(ti)+.
By our hypothesis on idempotents, there existsa′

1 ∈ A such thata1a
′
1 is a nonzero

idempotent. By Lemma 5.1, there existx, y ∈ A such thatxa1a
′
1y = pv for somev ∈ S.

Note thatv−xa1a
′
1yv+ = 1. Hence, after replacingρ by v−xρa′

1yv+, we may assume tha
a1 = 1. We are thus done in casen = 1.

Suppose thatn � 2, and sets = s2, t = t2, anda = a2 ∈ psApt . Thus,

ρ = 1+ s−at+ +
n∑

i=3

(si)−ai(ti )+

at this point. For any idempotente ∈ A, we have

eρ(1− e) = s−αs(e)a
(
pt − αt(e)

)
t+ +

n∑
i=3

(si )−♦i (ti)+.

Sinceeρ(1 − e) has length less thann, it must be zero, whenceαs(e)a(pt − αt (e)) = 0.
Thus, αs(e)a = αs(e)aαt(e). A symmetric argument involving(1 − e)ρe shows that
aαt (e) = αs(e)aαt(e), and soαs(e)a = aαt (e).

By Lemma 5.2,A is generated by its idempotents. Hence, it follows from the equa
αs(e)a = aαt (e) thatαs(x)a = aαt (x) for all x ∈ A. As in the proof of Theorem 4.1, th
implies that the pair(αs,αt ) is inner, yieldings = t ands−1

2 t2 = s−1
1 t1, which contradicts

our assumptions. Thereforen = 1, and the proof is complete.�
It is perhaps not so surprising that the purely infinite simple property carries over

A to R under suitable conditions. More interesting is thatR can be purely infinite simple
even whenA is directly finite. We single out an important case of this phenomenon in
following corollary.

Corollary 5.4. Suppose thatA is either a purely infinite simple ring or a simp
ultramatricial algebra over some field. Assume also thatα is outer, and that there exis
u ∈ S with pu �= 1. ThenR = Sop ∗α A ∗α S is a purely infinite simple ring.
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