
EMGM Abstracts, April 2007

evidence of gene-environment interaction, mainly to understand their
impact on disease etiology and public health impact. However, this ap-
proach may miss variants which have a sizeable effect restricted to one
exposure stratum and therefore only a modest marginal effect. We have
proposed to use information on the joint effects of genes and a discrete list
of environmental exposures at the initial screening stage to select promis-
ing markers for the second stage [Kraft et al Hum Hered 2007]. This
approach optimizes power to detect variants that have a sizeable marginal
effect and variants that have a small marginal effect but a sizeable effect in a
stratum defined by an environmental exposure. As an example, I discuss a
proposed genome-wide association scan for Type II diabetes susceptibility
variants based in several large nested case-control studies.
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The statistical power of genetic association studies can be enhanced by
combining the analysis of case-control with parent-offspring trio sam-
ples. Various combined analysis techniques have been recently devel-
oped; as yet, there have been no comparisons of their power. This work
was performed with the aim of identifying the most powerful method
among available combined techniques including test statistics developed
by Kazeem and Farrall (2005), Nagelkerke and colleagues (2004) and
Dudbridge (2006), as well as a simple combination of χ2-statistics from
single samples. Simulation studies were performed to investigate their
power under different additive, multiplicative, dominant and recessive
disease models. False-positive rates were determined by studying the type
I error rates under null models including models with unequal allele fre-
quencies between the single case-control and trios samples. We identified
three techniques with equivalent power and false-positive rates, which
included modifications of the three main approaches: 1) the unmodified
combined Odds ratio estimate by Kazeem & Farrall (2005), 2) a modified
approach of the combined risk ratio estimate by Nagelkerke & colleagues
(2004) and 3) a modified technique for a combined risk ratio estimate
by Dudbridge (2006). Our work highlights the importance of studies in-
vestigating test performance criteria of novel methods, as they will help
users to select the optimal approach within a range of available analysis
techniques.
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The objective of this work was to evaluate the relationship among differ-
ent traits of the ear of maize inbred lines and to group genotypes according
to its performance. Ten inbred lines developed at IGEAF (INTA Caste-
lar) and five public inbred lines as checks were used. A field trial was
carried out in Castelar, Buenos Aires (34◦ 36’ S – 58◦ 39’ W) using a
complete randomize design with three replications. At harvest, individ-
ual weight (P.E.), diameter (D.E.), row number (N.H.) and length (L.E.)
of the ear were assessed. A principal component analysis, PCA, (Infos-
tat 2005) was used, and the variability of the data was depicted with a
biplot. Principal components 1 and 2 (CP1 and CP2) explained 90% of
the data variability. CP1 was correlated with P.E., L.E. and D.E., mean-
while CP2 was correlated with N.H. We found that individual weight
(P.E.) was more correlated with diameter of the ear (D.E.) than with
length (L.E). Five groups of inbred lines were distinguished: with high

P.E. and mean N.H. (04-70, 04-73, 04-101 and MO17), with high P.E.
but less N.H. (04-61 and B14), with mean P.E. and N.H. (B73, 04-123
and 04-96), with high N.H. but less P.E. (LP109, 04-8, 04-91 and 04-
76) and with low P.E. and low N.H. (LP521 and 04-104). The use of
PCA showed which variables had more incidence in ear weight and how
is the correlation among them. Moreover, the different groups found
with this analysis allow the evaluation of inbred lines by several traits
simultaneously.
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The area of gene chip technology provides a plethora of phase-unknown
SNP genotypes in order to find significant association to some genetic
trait. To circumvent possibly low information content of a single SNP one
groups successive SNPs and estimates haplotypes. Haplotype estimation,
however, may reveal ambiguous haplotype pairs and bias the application of
statistical methods. Zaykin et al. (Hum Hered, 53:79-91, 2002) proposed
the construction of a design matrix to take this ambiguity into account.
Here we present a set of functions written for the Statistical package R,
which carries out haplotype estimation on the basis of the EM-algorithm
for individuals (case-control) or nuclear families. The construction of a
design matrix on basis of estimated haplotypes or haplotype pairs allows
application of standard methods for association studies (linear, logistic
regression), as well as statistical methods as haplotype sharing statistics and
TDT-Test. Applications of these methods to genome-wide association
screens will be demonstrated.
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In large-scale genomic applications vast numbers of markers or genes
are scanned to find a few candidates which are linked to a particular
phenotype. Statistically, this is a variable selection problem in the “large
p, small n” situation where many more variables than samples are available.
An additional feature is the complex dependence structure which is often
observed among the markers/genes due to linkage disequilibrium or their
joint involvement in biological processes.

Bayesian variable selection methods using indicator variables are well
suited to the problem. Binary phenotypes like disease status are com-
mon and both Bayesian probit and logistic regression can be applied in
this context. We argue that logistic regression models are both easier to
tune and to interpret than probit models and implement the approach by
Holmes & Held (2006).

Because the model space is vast, MCMC methods are used as stochas-
tic search algorithms with the aim to quickly find regions of high
posterior probability. In a trade-off between fast-updating but slow-
moving single-gene Metropolis-Hastings samplers and computation-
ally expensive full Gibbs sampling, we propose to employ the de-
pendence structure among the genes/markers to help decide which
variables to update together. Also, parallel tempering methods are
used to aid bold moves and help avoid getting trapped in local
optima.

Mixing and convergence of the resulting Markov chains are evaluated
and compared to standard samplers in both a simulation study and in an
application to a gene expression data set.
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