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Abstract: In this article a method for determining errors of the strain values when applying strain mapping
techniques has been devised. This methodology starts with the generation of a thickness/defocus series of
simulated high-resolution transmission electron microscopy images of InAs,P;_,/InP heterostructures and the
application of geometric phase. To obtain optimal defocusing conditions, a comparison of different defocus
values is carried out by the calculation of the strain profile standard deviations among different specimen
thicknesses. Finally, based on the analogy of real state strain to a step response, a characterization of strain

mapping error near an interface is proposed.
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INTRODUCTION

Recent advances in digital imaging and image-processing
techniques, together with improved point-to-point resolu-
tion of transmission electron microscopes, have allowed the
increasing use of high-resolution transmission electron
microscopy (HRTEM) images for the characterization of
structure parameters and processes in semiconductor het-
erostructures at atomic scale.

In particular, during the last decades, extensive research
work has been carried out on methods for measuring and
mapping displacement fields and strain fields from HRTEM
images. Peak finding and geometric phase are the two main
approaches for strain mapping; both of them are based on
the comparison of the image features with a reference lattice
to determine the distortions of the unit cells in the image.
The local lattice distortions are then used to obtain the local
strain distribution of the crystal.

Peak finding methods (Bierwolf et al., 1993; Bayle et al.,
1994; Jouneau et al., 1994; Kilaas et al., 1994; Robertson
et al., 1995; Seitz et al., 1998; Kret et al., 2001) work in real
space, superimposing a two-dimensional reference lattice
extrapolated from a nondistorted region of the material to
the experimental one, built up from the set of intensity
maxima in the HRTEM image, and calculating the local
discrete displacement field at each node. Subsequently, by
derivating the calculated displacement field, the strain field
is obtained.
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Geometric phase methodology developed by Hytch et al.
(1998) works in Fourier space, and it consists of filtering the
image with an asymmetric filter centered around a Bragg
spot in the Fourier transform of a HRTEM lattice image
and performing an inverse Fourier transform. The phase
component of the resulting complex image gives informa-
tion about local displacement in a given direction. Local
strain field is obtained by derivating the displacement ob-
tained from two noncollinear Fourier components.

Peak finding approaches have some advantages, such as
less demanding memory and CPU requirements, given that
bidimensional complex Fourier transforms are not needed
at all. Peak pairs is an alternative algorithm based on the
detection of pairs of intensity maxima that improves both
the speed of computation and memory requirements, allow-
ing us to analyze HRTEM images of greater size at a lower
cost. The peak pairs strain determination algorithm works
in real space, and it performs quite well in dislocations
(Galindo et al., 2006). On the other hand, geometric phase
has been shown to be superior to traditional real space
algorithms when determining strain mapping in areas con-
taining defects, such as dislocations.

Of primary importance in lattice mismatch strain stud-
ies of different heterostructures is the quantification of
elastic strains in the vicinity of the internal interfaces; prior
knowledge about accuracy and inherent error should be
also an important issue in strain mapping.

Different factors can contribute to the inherent strain
mapping error and certain requirements for error minimi-
zation have been studied (Rosenauer et al., 1996; Kret et al.,
1999; Tillmann et al., 2000). Hytch and Plamann (2001)
suggest a set of practical rules for minimizing strain map-
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Figure 1. Simulated high-resolution image (1196 X 4096 pixels) of InAs, 50Pg.s0/InP heterostructure (a, left and right
sides, respectively) for thickness = 12.4 nm and defocus = —61 nm, zoomed interface from the squared area (b) and

corresponding geometric phase strain profile (c).

ping errors, and Rosenauer et al. (2006) demonstrate that
artifacts can be kept small for a certain range of specimen
orientation and for a large range of defocus values, if a
two-beam interference of undiffracted beam and 0002 beam
is used, the latter one being aligned parallel to the optical
axis. However, to our knowledge, characterization of simu-
lated HRTEM images strain profiles has never been re-
ported in order to quantify systematic error when geometric
phase is applied.

MATERIALS AND METHODS

We analyze the strain distribution near interfaces of
InAs,P,_./InP heterostructures with sphalerite crystalline
structure, the electron beam along [110] and for different
arsenic contents (x = 0.25, 0.50, 0.75) to quantify errors
when applying thte geometric phase method. To simulate
material diffusion or segregation processes, a linear varying
content layer of 1.75 nm has been included at the interface.

A quantification of the intrinsic error has been per-
formed based on the analogy of real state strain to a step
response.

First, after the creation of the supercells representing
the mentioned heterostructures, a thickness/defocus series
of HRTEM images was generated. Simulations were carried
out using the EMS software package (Stadelmann, 1987).
Electron-optical imaging parameters typical for a JEOL-
2011 (accelerating voltage 200 kV, objective lens aperture
diameter 9.8 nm™', aperture shift and origin shift (0,0,0),

spherical aberration 1 mm) were used. Beam divergence
and defocus spread values have been fixed so as to not add
more sources of variation.

A set of 800 images corresponding to 20 different
thickness values (from 0.4 nm to 16 nm, steps of 0.8 nm)
and 40 different objective lens defocus values (from —80 to
—1 nm, in steps of 2 nm) have been generated. Ensuring a
high image discretization allows accurate measures of strain;
a sampling of 189 picture elements per nanometer has been
chosen.

Subsequently, simulated series of images were analyzed
using the geometric phase strain mapping method. Experi-
ments were carried out using multiple sets of reflections.
Finally, [111] and [111] were selected because smoother
phases were obtained.

Figure 1 shows a simulated HRTEM image example of
the InAs,P,_./InP heterostructure for a specific arsenic
content of x = 0.5 at —61 nm defocus and for a thickness
value of 12.4 nm. The strain profile obtained after applying
the geometric phase method is shown. A schematic of the
model projected interface between alloys is illustrated as an
inset on the zoom area.

Lorentzian or Gaussian masks can be used to select the
region in reciprocal space to produce the phase images that
are sensitive to the precise spacing of the lattice planes
(Taraci et al., 2005). During the Fourier filtering, the diam-
eter of the mask applied will determine the effective spatial
and spectral resolution and thus, the rippled appearance of
the strain profiles. Smoother strain profiles can be obtained
by decreasing the width of the region over which the data
are averaged; thus we gain spatial information but at the
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Figure 2. Strain profile measured across the interface InAsP/InP
and the characterization parameters of the strain profile.

cost of lost spectral resolution. A compromise between
spatial and spectral resolution must be established to obtain
reliable strain information. In this work, for the reconstruc-
tion of amplitude and geometric phase, a Gaussian mask of
ratio g/3 was centred on the Bragg spot g in the Fourier
space.

The last step of the proposed method consists of opti-
mal defocus determination by strain profile error quantifi-
cation. Strain profiles are characterized by a sudden jump
from the strain value associated with the strained InAsP
layer toward the unstrained InP substrate. The theoretical
strain profile across an interface can be considered as a
smoothed step response, whereas strain profiles from simu-
lated HRTEM images have a rippled appearance that is
generated by the sharp edges of the mask in Fourier space
(Hytch & Plamann, 2001).

In analogy to step characteristics in the signal process-
ing field, three parameters, overshoot, undershoot, and fall-
time, can be taken into account (Johnson & Graham, 1993).
In Figure 2, a graphical description of these parameters is
shown.

Overshoot occurs before the transition from a higher to
a lower value, when the signal takes a transitory value that is
higher than the theoretical strain value. Undershoot occurs
after the transition from a higher to a lower value, when the
output takes a transitory value that is lower than the strain
value of the substrate.

Falltime distance represents the interface width of the
specimen, due to gradual arsenic content variation from the
alloy to the substrate. This parameter states for the mini-
mum layer length that guarantees the appropriate applica-
tion of any strain mapping method.

Overshoot and undershoot values allow us to gain an
insight into oscillations and artifacts that the signal can
have, and they could also be related to the falltime param-
eter. Minimum overshoot and minimum undershoot are
desired in order to have a less rippled profile in both sides of
the specimen, whereas measured falltime values that are

Table 1. Ideal and Determined Strain Values (on Average) at the
Strained InAsP Layer for Different Arsenic Contents

Arsenic content Ideal strain Average measured strain

25% 0.0171 0.0168
50% 0.0339 0.0324
75% 0.0506 0.0478

around theoretical interface width are required to minimize
the error introduced by strain-distorted areas.

Characterization of the averaged strain profiles by means
of these parameters allows us to compare strain mapping
behavior for different defocus values and to identify the
most efficient defocusing conditions.

Real strain values were calculated taking into account
the different percentage of composition in the InAsP alloy.
The theoretical strain is given by

(aepilayer - aInP)
g, = —r W (1)
Anp

Assuming that the epilayer is a tetragonally distorted
pseudomorphic layer, the strain is calculated for [001] as

(a, — app)
&= — )
Anp

where a, corresponds to the InAs,P,_, lattice distance
perpendicular to the (001) and is defined as:

1+
( V) (alnAsXPI,X — Apnp) (3)
v)

(1-

o the lattice parameter of the InAs,P,_, alloy is calculated
by Vegard’s law:

a, = app +

Arnas,p, = X% % apypg + (1= x%) * app (4)

o the bulk lattice parameters of InAs and InP are ap,, =
0.60583 nm and aj,p = 0.58687 nm, respectively. Due to
the difference between these values, {110} planes for
InAs, P, _, heterostructure grown on InP are stressed and
the distance along [001] direction must be elongated.

» Poisson constants for InAs vy, = 0.35 and for InP v,p =
0.36.

REsuLTS AND DiscusSION

Table 1 shows assumed strain values as well as the strain
values determined after applying strain mapping to HRTEM
simulated images. The most notable difference between both



sets of strain values is that the maximum amplitude varia-
tion and strain measured is slightly lower than expected.
This can be attributed to the mask used in Fourier space to
calculate the amplitude and phase (Hytch et al., 1998).

Figure 3 shows the typical form of the measured strain
profile divided into three areas, corresponding to the strained
material (A), the strain decreasing interface layer (B), and
the unstrained substrate (C).

A first look at strains determined from HRTEM images
allows us to observe that, due to the mask effect and
windowing functions, areas A and C present oscillations
around the InAs,P,_, strain value and around the zero
value of the unstrained InP substrate. Characterization pa-
rameters are determined in area B that corresponds to
interface strain mapping.

Strain profiles from simulated HRTEM images have a
rippled appearance due to windowing effects. A window
function is a function that is zero-valued outside of some
chosen interval. For instance, a function that is constant
inside the interval and zero elsewhere is called a rectangular
window, which describes the shape of its graphical represen-
tation. When another function, or a signal, is multiplied by
a window function, the product is also zero-valued outside
the interval (Bergen & Antoniou, 2004). Windowing func-
tions are applied to reduce the effects of the leakage. Leak-
age amounts to spectral information from an FFT showing
up at the wrong frequencies. Leakage cannot be avoided,
but by applying windowing functions to data prior to
performing an FFT, this effect can be notably reduced at the
cost of getting more rippled profiles in areas A and C
(Fig. 3). These areas identify the strain value associated with
the strained InAsP layer (area A) and the unstrained InP
substrate (area C).

Specimen thickness and defocusing conditions have a
strong impact on the shape of the obtained profiles. Al-
though prior knowledge about specimen thickness is not
always available, optimal defocusing conditions can be stated
to aim at obtaining strain profiles that are rather in agree-
ment with the predicting strain state and that have a mini-
mal dependency on specimen thickness.

However, the most efficient defocus values are not
intuitively obvious, as they correspond to when the transfer
is nearly linear and depend on the image periodicity ana-
lyzed (Hytch & Plamann, 2001). In this work, a defocus
comparison criterion has been established, namely, stan-
dard deviations of strain profiles among different specimen
thickness values.

Standard deviation for every defocus value measures
how spread out the strain profiles are. If strain profiles are
all close to the reference profile, then the standard deviation
is closer to zero and indicates optimal defocusing condi-
tions to apply geometric phase. If many strain profiles of
different specimen thickness values are very different from
the reference profile, then the standard deviation is high
(further from zero) indicating nonoptimal defocusing con-
ditions to strain mapping.
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Figure 3. Measured strain profile is divided into three areas to
better show the circumstances and reasons for fluctuations and
differences from the ideal strain.

Figure 4 shows the standard deviation plots for
InAsg 5P 75, InAsg 50Pg 50, and InAsg 75P 5. The minimum
value in each plot is marked, indicating the most efficient
defocus value for each composition: —31 nm, —29 nm, and
—27 nm, respectively. Notice that the defocus may vary by
several nanometers over the field of view of a CCD camera
due to specimen-thickness changes and foil inclination.
Thus, a range of +2 nm should be considered.

To further study the optimal defocusing conditions, let
us compare a thickness series of simulated HRTEM images
for InAs 5Py 50 alloy calculated at optimal defocus (—29 nm)
and around Scherzer defocus (—61 nm).

It is important to note that although the results shown
from now on are discussed for a 50% percentage of arsenic
content, very similar trends are found when investigating
other arsenic contents, as can be observed from the figures
of strain profiles described below.

By application of geometric phase strain mapping tech-
nique, averaged strain profiles are shown in Figures 5-9,
where the first row refers to an arsenic content of 25%, the
second row to 50%, and third row to 75%.

At the optimal defocus value, increasing strain misfit
can be observed as the thickness grows. In contrast, whereas
—61 nm defocus, for lower and higher thicknesses, results
in profiles that are greatly in agreement with predicting
profiles, for intermediate values they very differ from the
ideal state. At around Scherzer defocus, averaged strain
profiles are strongly distorted for thicknesses ranging from
7.6 to 13.2 nm, showing great fluctuations in both strained
and unstrained sides of the profile.

These distortions and differences can be better quanti-
fied with the strain profile characterization proposed in this
article. Overshoot and undershoot parameters measure max-
imal difference of measured strain values. These parameters
give an insight into the fluctuations of the signal around
strain values and should be kept close to zero. Falltime
represents a slight overestimate of the interface width, actu-
ally amounting to 1.75 nm.
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Figure 4. Plots of the standard deviations for InAsg,sP.7s,

InAsg 50Po.50, and InAsg 75P 555 the minimum value in each plot is

marked, indicating the most efficient defocus value for each com-
position: —31, —29, and —27 nm, respectively.
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Figure 5. Strain profiles for specimen thickness 3.6 nm consider-
ing different arsenic contents: 25%, 50%, and 75%. Optimal de-
focus remains closer to the real strain state than at the Scherzer
defocus.

At around Scherzer defocus, best strain profiles could
be identified for specimen thickness from 12.4 to 14 nm
(Fig. 9); although overshoot differences are very significant,
undershoot and falltime measures represent very low error
values.

If heterostructures characterized by a smaller arsenic
content are investigated, strain characterization parameters
are also smaller, yielding less misfit in the strain profiles.
With higher arsenic content, distortions, artifacts, and char-
acterization parameters are also higher. Figure 10 depicts
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Figure 6. Strain profiles for specimen thickness 6 nm considering
different arsenic contents: 25%, 50%, and 75%. Great undershoot
misfit appears at —61 nm whereas the optimal defocus remains
closer to the real strain state.

this effect in the case of the overshoot parameter, at selected
and Scherzer defoci. For the different arsenic contents,
differences are higher as the arsenic content grows.

Figure 11 shows overshoot plots; at optimal defocus,
deviations go up to thicker specimens, whereas at around
Scherzer defocus and intermediate thickness values ranging
from 6.8 to 11.6 nm, overshoot values illustrate the great
distortions presented in the strain profiles.
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Figure 7. Strain profiles for specimen thickness 7.6 nm consider-
ing different arsenic contents: 25%, 50%, and 75%. Great over-
shoot misfit appears at —61 nm whereas the optimal defocus
remains closer to the real strain state.

Figure 12 shows plots for undershoot measures. Under-
shoot distances decrease, that is, they are closer to zero
values, with increasing thicknesses. At Scherzer defocus,
undershoot values are closer to zero for very thin speci-
mens; more fluctuations are observed at intermediate thick-
ness values and go closer to zero from 12.4 to 15.6 nm.

Falltime error plots are shown in Figure 13. Although
for specific thicknesses, falltime error might seem lower at
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Figure 8. Strain profiles for specimen thickness 11.6 nm consider-
ing different arsenic contents: 25%, 50%, and 75%. Great over-
shoot misfit appears at —61 nm whereas the optimal defocus
remains closer to the real strain state.

—61 nm than at —29 nm, average falltime over the thick-
ness series amounts to 0.39 nm at optimal defocus, whereas
at around Scherzer defocus it amounts to 0.86 nm.

Notice that, at —61 nm defocus, a very important
misfit appears at 6 nm thickness, as can be observed from
the strain profiles of Figures 6, 7, and 8 as well as under-
shoot plots in Figure 12 and falltime plots in Figure 13. For
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Figure 9. Strain profiles for specimen thickness 14.0 nm consider-
ing different arsenic contents: 25%, 50%, and 75%. This is a case
where the Scherzer defocus appears to be better than the proposed
optimal defocus.

next thicknesses up to 10.0 nm, this trend changes and
higher overshoot misfit are encountered instead (Fig. 12).
This change is not so noticeable looking at falltime plots in
Figure 13.

Strain interpretation by means of falltime errors should
always be carried out in conjunction with overshoot and
undershoot measurements, which give an insight into oscil-
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Figure 13. Falltime plots for InAsg 50Pg 50, at the optimal defocus
value of —29 nm and around the Scherzer defocus.

lations in the strained and unstrained sides of the profile
near the interface.

Because InP has a noncentrosymmetric structure, er-
rors owing to thickness changes are more likely to occur, as
Hytch and Plamann (2001) stated.

CONCLUSIONS

In this work, a procedure for characterization of strain
profiles obtained after applying strain mapping to HRTEM
images is proposed. To illustrate our proposal, we use InAsP
for different arsenic contents. The shapes of the measured
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lattice strain profiles may contain severe artifacts for differ-
ent thickness and defocus values; however, a systematic
error dependent on these features has not been identified.
In analogy to frequency responses in the signal processing
field, the theoretical strain profile across an interface can be
considered as a step response. Most applications of these
rapidly changing outputs require minimal fluctuations in
the initial state as well as fast settling time in the ideal state.
Such requirements can be measured using three important
parameters of the signal: falltime, overshoot, and under-
shoot. Precise determination of such parameters in simu-
lated HRTEM images allows us to numerically quantify
lower boundaries of the inherent strain mapping error as
well as defocus conditions comparison.

Some general guidelines for applying the proposed
methodology can be established:

e When applying geometric phase, an appropriate diameter
mask has to be determined to keep the trade-off between
spatial and spectral resolution.

e Minimum values of overshoot and undershoot are de-
sired in order to have a less rippled profile in both sides of
the strain representation.

e On the other hand, measured falltime values that are
around theoretical interface width are required in order
to minimize the error introduced by strain-distorted areas.

o Strain interpretation by means of falltime distance should
always be carried out in conjunction with overshoot and
undershoot measurements, which give an insight into
oscillations in the strained and unstrained sides of the
profile near the interface.

When a strain mapping technique is applied, default
Scherzer defocus choice has been demonstrated to not have
to be the optimal one, because a high degree of misfit with
respect to the ideal strain state has been observed around
this defocus value.

The materials used in the study were InP and InAs, P, _,
for different values of x, but the whole methodology could
analogously have been applied to other materials.
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