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High angle annular dark field scanning transmission electron microscopy �HAADF-STEM� is a
powerful tool to quantify size, shape, position, and composition of nano-objects with the assessment
of image simulation. Due to the high computational requirements needed, nowadays it can only be
applied to a few unit cells in standard computers. To overpass this limitation, a parallel software
�SICSTEM� has been developed. This software can afford HAADF-STEM image simulations of
nanostructures composed of several hundred thousand atoms in manageable time. The usefulness of
this tool is exemplified by simulating a HAADF-STEM image of an InAs nanowire. © 2008
American Institute of Physics. �DOI: 10.1063/1.2998656�

High angle annular dark field scanning transmission
electron microscopy �HAADF-STEM�, also known as
Z-contrast,1 is a technique that has demonstrated remarkable
results for analyzing the composition and structure of nano-
objects, reaching sub-Å resolution in aberration-corrected
microscopes. Nevertheless, simulations are limited to objects
composed of a few unit cells in standard computers. This
paper introduces a parallel HAADF-STEM simulation soft-
ware �SICSTEM�, capable of simulating images from large
nanostructures in reasonable time �from hours to a few days�.

When an electron wave propagates through a crystal, the
wave function at its exit surface can be calculated by the
multislice algorithm.2 In this method the crystal is divided
into thin slices and the wave function � after the nth slice is
given by

�n�x� = �qn�x��n−1�x�� � pn�x� , �1�

where qn and pn are the transmission function �the phase
grating� and the propagator function for the nth slice, respec-
tively, the symbol � represents the convolution operation
and the vector x indicates a two-dimensional position over
the slice. Quantitative analysis of HAADF-STEM imaging
requires the simulation of elastic scattering3 and incoherent
thermal diffuse scattering4 �TDS�. The interest in TDS is
growing because HAADF contrast is mostly determined by
TDS.5 While the frozen phonon method approaches the exact
image intensity if a large number of configurations is used,5,6

this method is very time consuming and a number of alter-
natives have been developed to include TDS in calculation of
the intensity in the object exit plane by the multislice method
using a local TDS absorptive potential approach.7–13 In this
software, TDS intensity calculations are based on the STEM-

SIM program,14 according to Refs. 7 and 10. This approach is
an approximation in good agreement with the frozen lattice
method at small specimen thicknesses, typically below 50
nm.15

Let �incident be an incident wave described as �incident
=�g�g exp�2�ig ·r�, the probability for scattering of the in-
cident wave with scattering vector S due to a thermally dis-
placed atom n is given by

PS
n = �exp�2�iS . r��Vn�r − rn − un���
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where Vn is the Coulomb potential of atom n, r is a vector in
real space, and rn and un are the equilibrium position and
displacement of atom n, respectively. Then, the intensity on
the detector stemming from a certain slice is computed by
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�� �
atoms in slice n

PS
n�2�time average over Un

�dS = IBragg + ITDS

ITDS = C�
g

�
h

�g�h
�
�

n

exp�2�i�g

− h� . rn�	
detector

fS−g
n fS−g

�n EdS�
= C�

g
�

h

�g�h
�Vh.g, �3�

where C=�2�z /� and E=exp�−Mn�g−h�2�−exp�−Mn�S
−g�2−Mn�S−h�2�, � is the volume of crystal cell, �
=2�m0e� /h2 and Mn is the Debye–Waller temperature factor
of atom n, related with the mean square atomic displacement
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Using the local approximation Vh,g
HAADF�Vh−g,0

HAADF we ob-
tain
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and applying the inverse Fourier transform VHAADF�R�
=FTh−g→RVh−g

HAADF� we get
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Finally, the total TDS intensity on the detector is com-
puted by summing up contributions from all slices and add-
ing the Bragg scattered elastic intensity. Nevertheless this
approach is still computationally intensive for large super-
cells. In order to cope with this problem, a parallel code
named SICSTEM has been developed on the basis of the STEM-

SIM �Ref. 14� program.
The input to SICSTEM software is a supercell �described

as a set of �x ,y ,z� coordinates for atom positioning, its com-
position, site occupancy, and Debye–Waller factor� and the
characteristics of the microscope �beam energy, third and
fifth order objective aberrations, objective aperture, detector
angles, etc.�. The atoms are sorted by depth �along z� and
then sliced into layers of a specified thickness. The software
calculates the projected atomic potential for each slice taking
into account the TDS. This step can be easily made in par-
allel because potentials are independent to each other. How-
ever, the most demanding routine is the multislice simula-
tion. At each desired position of the specimen, an incident
focused probe wave function is generated, and then transmit-
ted and propagated across the specimen taking into account
phase grating and TDS until it reaches the exit surface. Fi-
nally, the electron intensity is integrated on the detector. In
HAADF-STEM simulation, the calculation of each pixel re-
quires a complete multislice simulation �thus requiring more
than 1�106 multislice calculations for a 1024�1024 im-
age�. Nevertheless, each pixel in the scanning process can be
calculated independently from each other, making easy the
division of tasks in parallel. The software has been designed
to be able to generate not only one-dimensional line scans or
two-dimensional images, but also focal series, very useful in
three-dimensional �3D� HAADF-STEM research.

In order to test the accuracy of the software, two differ-
ent simulation results are shown for small cells. A line profile
of STEM-HAADF image of pure InAs has been compared

�Fig. 1� with that obtained using STEM for WinHREM™
�HREM Research Inc., Japan� for the same imaging condi-
tions and displacement parameters. In order to test the accu-
racy across variations in thickness, the contrast ratio of
Ga/As peaks has been determined for thickness values in the
range of 0–20 nm. The displacement parameter used for Ga
and As were 0.687 and 0.568 Å2, respectively. Figure 2 il-
lustrates a comparison with Ishizuka’s Fast Fourier Trans-
form �FFT� multislice approach,6 where the contrast ratio of
As/Ga peaks as a function of specimen thickness is shown.

We have run the software in order to get a HAADF-
STEM simulated image of an InP capped InAsxP1−x / InP
nanowire. The composition assumed for the test nanowire is
taken from a previous publication,16 assuming that the maxi-
mum composition in the nanowire is 100% �pure InAs�. The

nanowire is oriented along �11̄0� and periodically arranged

along �110�. The electron beam propagates along �11̄0�. The
image was simulated considering a 100 kV dedicated VG

FIG. 1. Comparison of STEM-HAADF simulated line profiles of pure InAs
generated using SICSTEM code and STEM extension to WINHREM software.

FIG. 2. Contrast ratio of As/Ga peaks as a function of specimen thickness.
Dots and squares represent the contrast ratios calculated using Izhizuka´s
FFT multislice code for the measured displacement values �0.687 and
0.568 Å2 for Ga and As, respectively� and for the theoretical estimates
�0.637 and 0.685 Å2 for Ga and As�, respectively �Ref. 6�. The line repre-
sents the As/Ga peak ratio obtained by SICSTEM software using displacement
values �0.687 and 0.568 Å2�.
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Microscope HB501UX STEM, Cs=−50 	m, C5=63 mm,
inner detector angle=70 mrad, outer detector angle
=200 mrad, and objective aperture=27 mrad, which gives a
probe size of �0.85 Å. A commercial finite element analysis
�FEA� package has been used to describe the geometry of the
nanostructure �subdomains, boundaries, constraints, symme-
tries, etc.� and to define the local parameters �composition,
initial strains, elastic constants, etc.�. It is assumed that As
composition along z �coordinate along 001� remains con-
stant. The capping layer and substrate were assumed to be
pure InP. Model size was defined to be 20�10�40 nm3.
Figure 3 shows the compositional map and model used in the
simulation. The periodicity of the structure was chosen to be
20 nm and it was taken into account by applying the appro-
priate boundary conditions. A supercell was created by rep-
licating the substrate unit cell coordinates across three di-
mensions of space. To take into account surface relaxation
effects the displacement field was obtained from the model
by solving the equations of the anisotropic elastic theory and
modifying supercell atom properties �i.e., atom coordinates,
occupancy, and Debye–Waller factors� using imported values
from the FEA model at equilibrium. This approach has been
applied to predict the preferential nucleation sites in InAs
self-assembled nanowires17,18 and to determine the strain
fields in nano-objects.19,20 The number of atoms in the super-
cell was 422 184. The supercell was sliced into 68 layers of
5.8687 Å/layer. The simulated image of the nanowire is
shown in Fig. 4. This image has been obtained at the super-
computer of the University of Cadiz, a cluster composed of
80 nodes, each consisting of two Intel Dual Core Xeon 5160
and 8 MB of random access memory, being the overall num-
ber of cores equal to 80�2�2=320 and achieving a peak
performance of 3.75 TFLOPS �1 TFLOP
1012 floating point
operations per second�. The processing time was 78 h for a
560�1024 pixels resolution image.

In summary, a software code for the simulation of
HAADF-STEM images of large supercells has been devel-

oped and its accuracy has been compared to Ishizuka’s FFT
multislice approach and to STEM for WinHREM™ soft-
ware. A methodology has been set up to simulate HAADF-
STEM images of large nanostructures, and its usefulness has
been demonstrated for an InAsxP1−x / InP nanowire repre-
sented by a supercell of nearly half a million atoms.
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FIG. 3. 3D model �20�10�40 nm3� representing As concentration in the
InAsxP1−x nanowire used as input to the SICSTEM image simulation software.

FIG. 4. HAADF-STEM image of an InAsxP1.x nanowire �560
�1024 pixels� simulated using SICSTEM.
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